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Abstract

DAISy is a 16 node PC cluster running a full UNIX compatible operating system.  The network

media used includes standard 10Mb/s (10BASE-2) Ethernet (used for client node NFS mounts and any

client node interactive work users find necessary), and, switched 100Mbs/ (100BASE-TX) Fast Ethernet. -

(used for user program message passing traffic).  The DAISy cluster is used to investigate the viability of

commodity PC technology to perform computation of scientific and engineering problems traditionally

performed on “Supercomputers,” and more recently high performance RISC workstations and clusters of

RISC workstations.  Performance analysis of the various single node subsystems were carried out, along

with performance analysis of the cluster as a whole on a number of parallel applications.  The results show

that the current Pentium 90MHz CPU and motherboards used are well within that of many low-end

workstations offered by traditional workstation vendors, yet lack the power to drive the networking

hardware to the theoretical maximum.  The viability of using DAISy as a parallel processing system was

proven with the various parallel applications that were run.  Computation intensive or “Embarrassingly

Parallel” codes proved that (with disregard to the networking media used) the DAISy cluster showed

exceptional performance.  With applications that require small to medium memory requirements and

relatively fast networking media DAISy proved itself to be a viable alternative.  With little investment,

upgrading to the now standard 200MHz Pentium Pros would increase single node performance by a factor

of three and increase the available networking bandwidth to well over 70% with motherboards that support

Piplined Burst SRAM.  This type of performance increase at a cost effective upgrade proves that

commidity based PC clusters ought to gain an increasingly large share of the distributed computing market.


